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Abstract

In this paper, we introduce discrete choice experiments (DCEs) and provide foundational 

knowledge on the topic. DCEs are one of the most popular methods within econometrics to study 

the distribution of choices within a population. DCEs are particularly useful when studying the 

effects of categorical variables on choice. Procedurally, a DCE involves recruiting a large sample 

of individuals exposed to a set of choice arrays. The factors that are suspected to affect choice 

are varied systematically across the choice arrays. Most commonly, DCE data are analyzed with a 

multinomial logit statistical model with a goal of determining the relative utility of each relevant 

factor. We also discuss DCEs in comparison with behavioral choice models, such as those based 

on the matching law, and we show an example of a DCE to illustrate how a DCE can be used to 

understand choice with behavioral, social, and organizational factors.
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1. Introduction

The pursuit to understand human choice behavior has spanned philosophical and religious 

activities for millennia, whether that search was the beliefs of the Yoruba (Dasaolu and 

Obasola, 2019), Confucius (Wenzel and Marchal, 2017), Plato (Plato, 1993), Aquinas 

(Davies, 2014), or Ayer (1954). There have been many modern advances in the scientific 

pursuit of an understanding of choice, particularly in psychology (Herrnstein, 1961; 

Luce and Tukey, 1964) and economics (McFadden, 1974; Samuelson, 1937). Behavior 

analysts are well acquainted with quantitative models of choice. A fundamental example of 

quantitative models of choice is the matching law initially described by Herrnstein (1961) 

and further refined by Baum (1974). Econometric models of choice are common outside of 

psychology, such as in fields like health economics, marketing, and transportation. A better 

understanding of how choice behavior is studied in other fields can only improve behavior 

analysts’ ability to engage with scientists across disciplines and improve our own research. 
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The present paper will provide an introduction to a popular econometric model of choice 

behavior, the discrete choice experiment (DCE; Louviere, Flynn et al., 2010; McFadden, 

1974). Within the fields of psychology and behavior analysis, “discrete choice” describes a 

type of experimental design that can be used to study many different phenomena in various 

species. When econometricians study choice with what is specifically labeled a discrete 
choice experiment they are referring to a particular experimental methodology—that is only 

applicable to humans—and a related set of econometric models.

Given the breadth of the topic of choice, we will use a relatively precise, behavioral 

definition to provide some boundaries. When describing the phenomenon generally as a 

whole, choice refers to an organism having multiple reinforcers available and the ability 

to selectively engage in a behavior to obtain a reinforcer (cf. Catania, 2007). Extended 

to a single instance of behavior, choice is the behavior that an organism actually engages 

in when faced with multiple reinforcers and the ability to selectively engage in multiple 

behaviors. This more specific definition has covered a wide variety of phenomena from 

the seemingly common choice of whether or not an organism engages in a behavior (i. 

e., response rate; Herrnstein, 1970), to how children in an educational setting choose a 

specific task to engage in (Neef et al., 1992), to how basketball players choose to shoot 

2-point versus 3-point shots (Vollmer and Bourret, 2000). Omitted from the pair of general 

and specific definitions of choice just described are metaphysical considerations about 

whether organisms have free will, whether all choice is determined, or whether there is 

some compatibilist middle ground (e.g., Ayer, 1954). As the focus of this paper is scientific, 

the definitions are necessarily restricted to observable phenomena related to how behavior 

is distributed in the environment. To provide a framework and common ground for the 

subsequent description of DCEs, we will first briefly summarize the study of choice within 

behavior analysis. After describing the key terminology and outlining many of the important 

features of conducting DCEs, we will then highlight many of those important features in a 

short example of a previous DCE study we have conducted (Section 3).

Our goal for this manuscript is to provide a DCE primer for behavior analysts. Some of 

the jargon used within the DCE literature is shared with behavior analysis. However, some 

shared terms (i.e., discrete choice) imply different things in econometrics versus behavior 

analysis. We were frequently confused in our initial forays into the DCE literature because 

the language was familiar, but also leading us down paths that seemed to make little sense. 

Therefore, consumption of the DCE literature requires a small degree of code-switching 

(e.g., Lin, 2013) to be under the correct audience’s control. In addition to jargon differences, 

DCEs rely on several statistical assumptions and group-design experimental controls that are 

uncommon within behavior analysis due to the field’s tradition of eschewing inferential 

statistics and focusing on single-subject experimental design. Thus, some of the core 

concepts of the DCE literature may not be as familiar to a behavioral audience. Once 

again, our focus is introducing the core concepts of DCEs to a behavioral audience. It is 

not our intention, nor is it possible, to cover every facet of the DCE literature or provide a 

cut-and-paste methodology for behavior analysts to conduct DCE research in a single paper. 

Our goal is to provide a primer for behavior analysts who wish to read, understand, and 

perhaps even to pursue DCE research themselves more readily.
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1.1. Choke within behavior analysis

Within behavior analysis the main theoretical model that describes choice research is 

the matching law (Baum, 1974; Herrnstein, 1961). The basic conceptualization of the 

matching law is that the distribution of an organism’s behavior matches the overall 

distribution of reinforcers in the environment (Herrnstein, 1961). The equation for the 

original conceptualization of the matching law is,

B1
B1 + B2

= R1
R1 + R2

(1)

where B is the rate of behavior, R is the rate of reinforcement, and the subscripts indicate the 

sources of reinforcement and the behaviors associated with those sources of reinforcement. 

Eq. (1) simply describes how the proportion of behavior allocated to one response alternative 

is equal to the proportion of reinforcement received from that response alternative.

The basic proportional conceptualization of the matching law still stands as a relatively 

accurate explanation of choice behavior, but it has been modified to account for two 

important details. First, the “distribution of reinforcers” has typically referred to the 

temporal distribution of different sources of reinforcement (i.e., rates of reinforcement) in 

a typical experimental operant chamber. However, organisms will distribute their behavior 

relative to not only relative rates of reinforcement but also to other features of reinforcers, 

including but not limited to relative immediacy (e.g., Mazur, 1987) or quality (e.g., 

Hollard and Davison, 1971). Thus, the matching law has been described as the distribution 

of behavior matching the distribution of reinforcer values to reflect the many different 

reinforcer features that may affect choice. As conceptualized, reinforcer value increases 

as reinforcement rates increase, reinforcer quality increases, and the immediacy of the 

reinforcer delivery increases (i.e., reinforcers are received more quickly). Based on the 

relative values, if one reinforcer has twice the value of a second reinforcer then, all else 

being equal, twice as much behavior will be distributed to the first reinforcer than the second 

reinforcer. The matching law proposed by Herrnstein (1961) to describe choice focused only 

on reinforcer rates because the model was built from data on the effects of differential 

reinforcer rates. But, as Baum and Rachlin (1969) describe, this first modification of 

the matching law to account for research demonstrating that a wide variety of reinforcer 

features, encapsulated in a reinforcer value, can be used to describe choice.

The second common modification of the basic matching law is to account for systematic 

deviations in the distribution of behavior relative to the distribution of reinforcer values 

(Baum, 1974). The first common deviation is that sometimes organisms will show a 

persistent bias to engage in one behavior over another that is independent from quantifiable 

parameters of reinforcement. For example, in a two-key operant chamber when all of the 

reinforcement parameters (e.g., rate, amount, immediacy, etc.) are identical across response 

alternatives, a pigeon might peck the left key slightly more frequently than the right key 

(i.e., a positional bias). The second deviation in the matching law relates to how sensitive 

the organism’s behavior is to the differences in the relative reinforcer value. In other words, 

sometimes an organism will distribute proportionally too much behavior to a high-value 

reinforcer and in other cases too much behavior will be distributed to a low-value reinforcer 
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(referred to as overmatching and undermatching, respectively; Baum, 1974). Overmatching 

and undermatching are particularly important when the relative values of the reinforcers 

change. If there is a change in the relative values of the reinforcers, sometimes an organism 

will overcorrect and too much behavior will be distributed to the higher value alternative or 

the organism will under correct and too little behavior will be distributed to the higher value 

alternative. The basic generalized mathematical representation of the modern matching law 

is

B1
B2

= b V 1
V 2

a
(2)

where B are the rates of behaviors, V are the value of the reinforcers, with the subscripts 

indicating specific behaviors and the associated reinforcers, b is the bias to select one 

choice alternative over another, and a is the sensitivity to relative reinforcement rates (which 

captures under- and overmatching; McDowell, 2005). Eq. (2) is often referred to as the 

generalized matching law.

2. Choice within economics

Within economics, the study of choice does not have a fundamentally different goal, but it 

is seemingly different in execution. Like behavior analysts, economists are interested in how 

factors affect choice. From an economic perspective, when people are faced with a choice 

between two or more things, they will choose the thing that maximizes utility. Broadly 

defined, utility is a construct that is used to describe the value or usefulness that something 

has for a person. One noted limitation of utility is that it is a hypothetical construct and thus 

unmeasurable. Beginning in the 1970’s and building on the work of random utility theory 

(Thurstone, 1927) and conjoint analyses (Luce and Tukey, 1964), Daniel McFadden (1974) 

developed a framework for the study of choice behavior where relative utility could be 

measured without the necessity of having to directly measure utilities. McFadden’s research 

led to the growth of an area using a methodology referred to as a discrete choice experiment 
(DCE). In a DCE, the goal is to understand the likelihood an agent will choose a specific 

alternative when two or more discrete alternatives are available when the choice is made. 

In a typical DCE, participants are presented with a small number of choice sets (i.e., a set 

of outcomes to select from) with between two to four options per choice set. McFadden’s 

early research focused on how people in an urban environment make choices for various 

methods of commuting (e.g., how likely is a person to drive, take a bus, or a subway/train 

system). As a method, DCEs have been demonstrated to be useful to study a wide range 

of choices that people make. With one DCE, the goal might be to model how people may 

make a single choice that occurs only once or a very small number of times (for example, 

purchasing a child booster seat for a car; Cunningham et al., 2011) or choices that occur on a 

daily basis (for example, method of commuting to work; McFadden, 1974). Discrete choice 

experiments and the associated analyses are intimately tied to the specific choice of interest. 

For example, DCEs have been broadly applied in health economics, including assessing 

choices for medications (Glenngard et al., 2013), prenatal testing (Beulen et al., 2015), and 

weight-loss interventions (Ryan et al., 2015).
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2.1. Differences in scope: behavior analysis and economics

An important distinction between the economic study of choice with a DCE compared to 

a behavior analytic study is the respective focus on the population or individual subject. It 

was not explicitly mentioned above, but typically the generalized matching law is applied 

to rates of response obtained from single or individual subjects in free-operant experimental 

preparations. In a free-operant preparation, a subject is free to engage in any behavior that is 

available, from grooming, searching, or operating an experimental manipulandum (Sidman, 

1960). Essentially, the subject is free to choose what behavior to engage in. One common 

measure of behavior in free-operant paradigms is the rate of response. Rate of response can 

be a powerful dependent measure because it is sensitive to a wide variety of experimental 

manipulations (for example, Ferster and Skinner, 1957). Thus, in choice research, small 

systematic changes in the relative values of two reinforcers can be detected by systematic 

changes in the relative rates of response in two behaviors. The benefit of this free-operant 

preparation is that choice behavior is established over long periods to study the systematic 

relation between independent variables and choice.

By their very nature, DCEs are designed to understand the choice in a population of 

individuals. As described in the initial work that lead to DCEs, McFadden (1974) wrote 

(emphasis in original): “It becomes necessary to make statistical inferences on a model of 

individual choice behavior from data obtained by sampling from a population of individuals” 

and “…systematic variations in aggregate choice… resulting from a distribution of decision 

rules in the population” (p. 106). Because it may be difficult or impossible to experimentally 

control many of the variables that affect choice, the econometrician relies on population 

level studies. Thus, a subject might only respond to 10 discrete choices in a DCE, and no 

further data (in relation to the study of choice) is collected from that person. With a DCE, 

how the dependent variables affect choice is determined by the overall distribution of choice 

across the large sample of participants.

As evident in the name, DCEs utilize a discrete choice experimental methodology. In a 

simple discrete choice preparation, an array of alternatives is presented to a person and the 

person is free to select any or none of the alternatives presented. One benefit of discrete 

choice methods compared to free-operant methods is that it is far easier to study the effects 

of qualitative variables (categorical or ordinal) on choice relative to the efforts needed to 

study qualitative differences of reinforcers using a concurrent schedule of reinforcement 

(e.g., Miller, 1976). Understanding the effect of different types of reinforcers on choice in 

a free-operant preparation can require mapping out two different matching law functions 

(for example, Miller, 1976), or people can be given a discrete choice for the reinforcers 

with the assumption that they will select the most preferred option (Windsor et al., 1994). 

Discrete choice methods in behavior analysis have also been used to study choice. One 

popular use of discrete choice methods in behavior analysis has been in the realm of delay 

discounting. In a Standard delay discounting experiment, a subject is presented with two 

response alternatives (for example, DeHart et al., 2020; Mazur, 1987; Rachlin et al., 1991). 

One response alternative is associated with a smaller reinforcer that is (usually) received 

immediately and the other response alternative is associated with a larger reinforcer that is 
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delivered after some delay. In discounting experiments, the functional relation between the 

delay to the reinforcer and the distribution of choices is of primary concern.

A key limitation of discrete choice preparations is that relatively little information is 

obtained from a single choice. For example, a typical discounting experiment with a non-

human subject (cf. Mazur, 1987) might involve hundreds of trials where only one datum is 

obtained per trial (a choice for alternative A or alternative B). Within the DCE literature, 10 

DCE-based choices is considered a high number of questions for a single participant. The 

small amount of data obtained from discrete choices designs is one of the reasons McFadden 

(1974) identified the population as the level of analysis for econometric studies of choice. 

When a subject only responds to a few DCE questions, it is not possible to obtain enough 

data to fully map the utility functions (e.g., McFadden, 1974) which model choice within the 

whole population. Therefore, with a DCE, you must look to the population as a whole and 

“actuarial” levels of choice. To understand how an econometrician attempts to understand 

the functional relation between environmental variables and choice, it is critically important 

to understand the theoretical models used to predict choice in a DCE framework.

2.2. Common terms and methods in DCE

In this section, we will outline some of the key terms and jargon used within the literature 

and how they relate to phenomena within behavior analysis. We will also outline below 

(section 0) the theoretical models that are used in DCEs to describe choice. As DCEs were 

developed out of economics, the methodological language used in the DCE literature is 

different than the language used within behavior analysis. To be clear, most of these terms 

are not specific to DCEs or economics, and they occur within other areas of psychology and 

statistics. For example, much of the language related to the experimental variables are shared 

with language used with ANOVA analyses. Because many of these terms are historically 

uncommon within behavior analysis, we wish to ensure that readers are sufficiently familiar 

with the relevant concepts. We will also describe some methodologies that are common 

within DCEs but uncommon within behavior analysis. Where appropriate, we will highlight 

and reference additional resources for the interested reader to find more Information about 

some of these topics.

2.2.1. Choice variables—Within the tradition of behavior analysis, the variables that 

affect choice are features of reinforcers. Reinforcers have many features that affect a 

person’s choice (and behavior in general) related to that reinforcer. In terms of choice, 

many of these features are captured with the concatenated matching law (Rachlin, 1971). 

The concatenated matching law describes the ratio of the distribution of behavior as the 

product of the ratios of all reinforcer features, such as immediacy, quality, or rate. In other 

words, the generalized matching law, Eq. (2), is usually used for only rate of reinforcement; 

the concatenated matching law is designed to account for all features of a set of reinforcers 

related to choice. For example, Miller (1976) manipulated both the rate of reinforcement 

and the quality (specifically the type of food) of reinforcement and measured choice. In one 

condition of that experiment, pigeons reliably allocated more behavior for wheat than for 

hemp across a range of ratios between reinforcement rates for the two types of food. With 
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the concatenated matching law, for a given set of choice alternatives, the various reinforcer 

features may be held constant or manipulated based on the research question.

In the DCE literature, the features of a choice outcome are referred to as factors and levels. 
Factor in DCE can be used interchangeably with the term variable; however, the term is 

specifically used to refer to categories of typically mutually exclusive levels within variables. 

Based on the example in the preceding paragraph, type of food is a mutually exclusive 

variable because a single piece of grain cannot be wheat and hemp. Factors referring 

to related but mutually exclusive levels of a variable are helpful particularly because 

economists commonly study choices that involve categorical variables. For example, Dong 

et al. (2020) reported a DCE looking at preference for various features of a COVID-19 

vaccine. Some of factors that were studied included the origin (i.e., imported or domestic), 

the type of possible adverse event, and the expected effectiveness of the vaccine. As a 

factor, any product cannot be both imported and domestic (unless we include products with 

parts manufactured internationally and then imported for final assembly). The hypothesized 

adverse events included in the study were no side effect, redness and swelling at the 

injection site, and fever for 1–2 days. Although the adverse events are not mutually exclusive 

(i.e., redness, swelling, and a fever can co-exist) but, within the DCE, they were treated as 

mutually exclusive. Finally, while effectiveness is a ratio variable, participants in the study 

were only asked about vaccines that had a 50%, 70%, and 90% effective.

Factors are the organizing variables (e.g., type of food, origin of vaccine, etc.) that are 

used to describe choice, and the different values within a factor are referred to as levels. 

The specific type of food (wheat vs. hemp; Miller, 1976) are two levels for the factor 

of food. The three levels for the adverse events factor (Dong et al., 2020) were none, 

redness and swelling, or a fever. Although the levels are mutually exclusive within a factor 

(i.e., only one level is presented to the participant at a time), the levels across different 

factors are usually independently manipulated. The level of adverse event for a COVID-19 

vaccine is manipulated independently of the manufacturing location as well as the expected 

effectiveness. The specific usage of the terms factor and level are not in conflict with the 

terms used to describe reinforcers.

A specific combination of factor levels is referred to as a choice profile. A choice profile is 

equivalent to a specific reinforcer associated with choice alternative. A COVID-19 vaccine 

that is manufactured domestically, that has no side effects, and a 90% predicted effectiveness 

is one choice profile. Another choice profile will have at least one different factor level 

from the above choice profile. For example, a second choice profile might have the same 

manufacturing and side effects, but it is only 50% effective. Other choice profiles might have 

multiple differences. For example, a third choice profile could have nothing in common with 

the first two profiles: manufactured internationally, result in a fever, and be 70% effective. 

All possible combinations of factor levels are referred to as the full set of choice profiles. In 

this truncated example from the Dong et al. (2020) study, there are three factors with two, 

three, and three levels, respectively. Therefore, there are 18 choice profiles (2 × 3× 3) in the 

full set.
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The specific combination of choice profiles that would be presented to a participant, and 

used to measure choice, is referred to as a choice set. There must be at least two choice 

profiles in a choice set, but it is common to have more than two choice profiles in a set (for 

examples, see Kuhfeld, 2010; McFadden, 1974; Quaife, Eakle et al., 2018). An important 

consideration when designing a DCE is the number of choice profiles presented within each 

choice set. Each additional choice profile in a choice set adds to the “cognitive burden” of 

the DCE. Practically, the cognitive burden on the participant refers to an expectation that as 

the complexity of choice sets increases, the number of participants who will complete the 

whole DCE decreases (see Bridges et al., 2011 for a discussion). Depending on the research 

question, one choice alternative sometimes given to participants is the ability to opt out and 

not select any of the options presented. Inclusion of an opt-out alternative can be important 

or more realistic in some contexts (e.g., in health economics where people may not want any 

treatment for a disease), but analysis of resulting choice data is more complex (Hensher et 

al., 2015).

2.2.2. Designing choice sets—A full description of how to design a set of choice 

sets for a DCE survey is not possible here because there are numerous constraints and 

considerations. The constraints and considerations are important because it is very easy 

to design choice sets for a DCE that will provide excellent data for model fitting but 

are extremely impractical in terms of actually collecting the data (e.g., overburden the 

participant, lack face validity, etc.). The constraints provide guardrails to help design an 

effective DCE that is also practical and leads to usable data. Here, we will only provide a 

brief overview of the chief considerations when designing a DCE. A full treatment of the 

constraints is well described in many sources (Crouch and Louviere, 2001; Johnson et al., 

2013; Louviere, Hensher et al., 2010).

Although it is desirable to ask participants to make hypothetical decisions about every 

possible choice within an experiment, it is usually practically impossible. Discrete choice 

experiments usually involve choices that have multiple features that can vary. For example, 

Foreman et al. (2021) conducted a relatively simple DCE examining how the decision to text 

while driving was affected by current road conditions, the perceived importance of the text 

message, and the relationship between the driver and the message sender. Each variable was 

categorical in nature, with current road conditioning having three levels, importance having 

four levels, and relationship to sender having four levels. In that study, it was possible to 

have 48 (3 × 4 × 4) different texts that a person could receive in a choice set. However, 

DCEs require having people make choices between difference alternatives (see section 2.3.2 

below) not just acceptance/rejection of a possible outcome. Thus, participants needed to 

decide to which text message they were more likely to respond. With 48 possible texts 

messages, there were 1128 [48 * (48 − 1) / 2] possible combinations of the text messages 

in the full-factorial design. It is unreasonable to ask a single participant 1128 questions, 

and it also is not efficient to divide the questions into sets of 10–20 choices and recruit 

(hundreds of) groups of participants to respond to those sets. For those reasons, a specific 

set of optimal choices—referred to as a fractional factorial design—must be selected so that 

sufficient data can be collected to understand how the variables of interest affect choice 

(Johnson et al., 2013).
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The process of designing a DCE survey so that a sufficient amount of data for the statistical 

analysis can be collected in a small number of questions is referred to as efficiency (Johnson 

et al., 2013). Kuhfeld (2010) provides a useful analogy for efficiency in terms of building 

a raft to float down a river. A raft could be built with every piece of wood and absolutely 

no gaps. A different raft could be built with many pieces of wood missing and large gaps 

between pieces of wood, and it still would be perfectly capable of floating down the river. 

The search for efficiency in a DCE study is like the search for a raft that has the fewest 

number of pieces of wood (choice sets) but also is completely capable of floating down the 

river (conducting the analysis).

An efficient design relies on several factors including the minimum number of acceptable 

choices participants will make, the number of variables that affect choices, and the number 

of choice alternatives that will be given to participants within a choice set. Designing an 

efficient DCE survey is complex and relies on formalized statistical procedures related to 

the design of experiments (Johnson et al., 2013; Kuhfeld, 2010; Louviere, Hensher et al., 

2010) For example, D-efficiency is a common measure used to describe a well-designed 

set of choices for a DCE and to calculate the efficiency of the designs requires calculating 

geometric means of various scalars for transforming covariance matrices to simplify those 

matrices (i.e., the eigenvalues). Considering the complexity of the calculations and the 

necessity of the repeated calculations, most software packages designed to analyze data from 

a DCE experiment (e.g., Sawtooth, SAS, JMP, etc.) also include methods to aid in the design 

of a DCE experiment.

Due to the complexity of designing functional sets of choices for DCE research, subject 

matter experts are typically responsible for deciding what variables should be selected for 

study (see Bridges et al., 2011). That is, if a DCE is being conducted on the topic of 

transportation, health care, or texting while driving then experts from those areas should 

be recruited. The goal of having sufficient subject-matter expertise is to eliminate potential 

choice variables that may be irrelevant to the choices of interest. As described above, as 

the number of variables increases, so does the difficulty of finding an efficient design. By 

relying on expertise, unimportant or less relevant variables can be eliminated from the study, 

simplifying the search for an efficient design. For example, the type of phone a person uses 

to respond to a text message is likely a less relevant factor affecting choice to respond to a 

text message and so could be excluded from a DCE (although, in this example an expert is 

not required to come to the obvious conclusion; cf. Foreman et al., 2021).

Frequently, an efficient design will still have too many questions for a participant to 

reasonably complete. A rule of thumb is that no participant should be asked more than 

10 questions unless the choices are extremely simple. In such cases where more than 

10 questions are necessary, the set of questions should be broken into subsets. It is also 

common practice to have a fixed set of questions within each subset, and then participants 

are randomly assigned to receive one of the subsets. An additional goal of subsets of 

questions is to have the manipulation of factor levels balanced across the subsets. That is, 

no single subset should have all the questions in which one factor is manipulated, and in 

all the other subsets that factor level is fixed across the choice profiles (and is thus not 

manipulated in that choice set). For example, if you are assessing the decision to read a 
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text message while driving (e.g., Foreman et al., 2021), you would not want to have one 

group of participants experience all of the choice sets where the type of road is manipulated 

(e.g., rural, city, or highway) and a second group experience choices sets where the type of 

road was not manipulated. Thus, every participant should experience manipulations of all 

the factors.

The number of subjects necessary to complete a DCE can also be an important 

consideration. Unfortunately, there are several factors that contribute to whether a sample 

size is sufficiently large for the statistical tests to have the necessary power. The number of 

choice variables, if there are any interactions between those variables, and the number of 

subsets of questions all affect the number of participants required to complete the analysis 

of the data. Simulation studies indicate that 300 participants per subset of DCE choices is a 

reasonable starting point to ensure that the DCE model estimates are sufficiently precise (see 

Johnson et al., 2013 for discussion).

2.3. Theoretical underpinnings of DCE

2.3.1. Choice and utility—As with most economic models, the models within DCEs 

that are used to predict choices are based on utility. The assumption is that for every person, 

everything (e.g., a good, service, or behavior) has a certain amount of utility (either positive 

or negative). When faced with a choice between two or more things, a person will choose the 

thing that has the most utility (Hensher et al., 2015; Louviere, Flynn et al., 2010; McFadden, 

1974). The basic description of this utility model is

Uij = V ij + εij (3)

where U is the amount of utility (i.e., utils) obtained from thing j by individual i, V is the 

systematic component of the utility, and ε is the unsystematic component of the utility. In 

essence, the systematic component of utility are the observable factors that affect choice, and 

the unsystematic components are factors that are due to unobservable factors, for example, 

measurement error or random preference variation across people. Within the framework of 

DCEs, the systematic component of the utility function is of chief concern.

The systematic component of the utility function (V) for anything depends on the features 

of that thing. As such, V is a function of those features. The model for the systematic 

component of utility is,

V ij = Xijβ + Ziγ (4)

where X is a vector for the specific features of that thing (e.g., vaccine manufacturing site, 

side effects, effectiveness, etc.), β is a vector for the specific utils gained or lost by the 

thing having the associated features, Z represents the characteristics of the person, and γ are 

how the characteristics of that person would affect the utility of that thing. When trying to 

estimate V, it is very important to note that the X and β parameters are each representing 

a collection of parameters (i.e., vectors). If there are three factors that affect the choice for 

product j, then the three features are Xij = {Xij1, Xij2, Xij3} and the three utils gained or lost 

by those features are β = {β1, β2, β3}. The person-specific features (Zi) should be thought 
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of as variables that would affect all the choice alternatives facing the person. For example, 

imagine a scenario in which we are trying to determine the likelihood a population buys 

various types of laundry detergents with various scents. If a person is prone to allergic skin 

reactions to perfumes, they would be far less likely to choose any scented detergent for 

cleaning their clothes, even if they find the smells of some of the detergents more pleasant 

than others. Most often, the person specific features are treated as a random effect in a DCE 

model.

To move from a model that simply predicts the utility of a thing (Model 4) to a model that 

predicts choice requires an assumption about how a rational person will behave, but that 

assumption is not overly surprising. That assumption is: A person will choose the thing that 

has the most utility. More formally, when faced with a choice array, a person will determine 

the utility of all the various choice alternatives (in set J) and select the choice alternative 

that has the most utility (choice alternative j; Hensher et al., 2015). For a given person, that 

choice will be static in that (if all else is equal) the person will always select alternative j out 

of the set of J alternatives. However, a different individual may determine slightly different 

utilities associated with all of the alternatives in set J. In such a case, that new person might 

select option k out of the set J. Thus, the probability that a randomly selected person from 

the population will select alternative j is based on the probability that it has the highest 

utility for each individual within the population. That is

Probj = Prob Uj ≥ Uk ; j ≠ k, (5)

or, stated in words, “the probability of an individual choosing alternative j is equal to 

the probability that the utility of alternative j is greater than or equal to the utility with 

alternative k…” (Hensher et al., 2015, p. 82). As utility is composed of a systematic and 

unsystematic component (Eq. 3), Eq. (5) decomposes into

Probj = Prob V ij + εij ≥ V ik + εik ; j ≠ k, (6)

which is beneficial because the systematic component of the utility function is built on the 

observable features of the choice alternatives. It is useful to express the probability function 

in terms of differences between the systematic and unsystematic components of the utility 

function. In other words, when quantifying choice a researcher is measuring the likelihood 

that the differences in systematic utilities is greater than the “noise” associated with the 

systematic utilities (cf. Louviere, Hensher et al., 2010). By rearranging the terms,

Probj = Prob V ij − V ik ≥ εik − εij ; j ≠ k, (7)

in which the probability of selecting alternative j is based on whether the differences in 

systematic utilities between the alternatives is greater than then difference between the 

unsystematic utilities. In essence, Eq. (7) states that the greater the systematic utility (V) of 

alternative j relative to alternative k the more likely it is that a person will select alternative 

j. If there is a large effect of the unmeasured, unsystematic utility variables (ε), then 

it can become less likely that a person will pick alternative j even if it has the greater 

systematic utility. Eqs. 6 and 7 are describing the same phenomena because they are just 
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algebraic transformations. The important feature of Eq. (7) is that it highlights the effects of 

unsystematic utility on choice. Eq. (7) is referred to as a random utility maximization rule 
(Hensher et al., 2015).

Eq. (7) leaves us in a seemingly tenuous position: It appears one of the key components 

of predicting choice is the unsystematic component of utility (i.e., unsystematic utility or 

ε). We have a model that depends on differences in model error that we propose can be 

used to predict the probability that alternative j will be selected. As mentioned above, the 

unsystematic utility component of Eq. (3) is a catchall for everything except the features of 

the choice alternatives.

2.3.2. Predicting choice with a utility model—To use these probabilistic models 

(Eq. 7) to predict choice, assumptions must be made about the error/unsystematic 

component of the utility function. A popular assumption is that the errors exist in an 

extreme value type 1 distribution (i.e., a Gumbel distribution; Hensher et al., 2015). The key 

difference between a Gaussian and Gumbel distribution (as it is relevant to DCEs) is that a 

Gumbel distribution has a longer positive or negative tail and, as a result, extreme values in 

the Gumbel distribution are more likely than in the Gaussian distribution. With the Gumbel 

distribution—as it relates to choice—most peoples’ choices will be close to the population 

mean but outliers are not un-common. Expressing a choice model as a Gumbel distribution 

is a useful starting point, and that model is

Prob εk < ε = e−e−ε
(8)

However, this model is not particularly helpful for comprehending the likelihood of 

selecting a particular alternative because the error in the Gumbel distribution (ε) represents 

“everything that is not εk” as it exists in Model 7. Algebraically rearranging Eq. (7) to solve 

for εk so that the ε in Eq. (8) can be replaced with the other variables (Vj, Vk, and εj) and be 

rewritten as a Gumbel distribution (i.e., Eq. 8) results in

Prob εk < εj + V j − V k = e−e−εj + V j − V k (9)

The left-hand side of Eq. (9) is an algebraic transformation of Eqs. (6 and 7). The right-hand 

side of Eq. (9) is describes the likelihood of selecting alternative j based on the features of 

the choice alternatives based on the Gumbel distribution of the utilities of all possible choice 

alternatives.

The key limitation of the Model 9 is that it has two unknown parameters (i.e., 

the unsystematic utilities for each choice alternative). To account for this problem, 

econometricians make a second assumption that the errors are independent and identically 

distributed (often referred to as HD; Hensher et al., 2015). This is a common assumption of 

many models (although, not all; Hensher et al., 2015), and it is the same assumption made 

when conducting a t-test—that the values are drawn independently of each other and are 

from the same distribution in the population. The HD assumption provides two benefits. The 
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first main benefit is that it allows for an additional assumption about the “identification” of 

one of the unsystematic components of utility (ε) by restricting it to a known value (usually 

1). By identifying one of the ε parameters as 1, we are only left with a single unmeasurable 

unknown Parameter (the alternative ε) in Eq. 8. The other parameters of the equation are the 

systematic components of utility (V), which are putatively measurable, and the remaining 

ε parameter which is now expressed in relation to the fixed and “identified” nonsystematic 

utility. It should be noted that there are cases when HD should not be assumed. For example, 

there may be a correlation between the factor level and the specific choice being made. That 

is, when measuring choice for transportation people may treat a “comfort” rating with one 

meaning for traveling by bus or train and very differently for traveling by personal car. Thus, 

the factor of “comfort” is not independent of the level of mode of transport. A common 

solution is to use more sophisticated mixed-effects or nested statistical models in such cases 

(for examples, see Hensher and Greene, 2003; Hensher et al., 2015).

The second benefit of the IID assumption is related to the assumption that the nonsystematic 

error comes from a Gumbel distribution. There are many distributions that can be described 

in a purely quantitative manner, such as the Gaussian/normal, Gumbel, F, and t distributions 

to name a few. These distributions have known shapes that can be fully described by 

the quantitative parameters that define the distribution. As an example, the shape of the 

Gaussian distribution can be fully mapped if the mean and Standard deviation are specified. 

One common way to describe these distributions is referred to as a probability density 

function, which is a plot of the predicted frequencies of the values in the distribution. 

For the Gaussian distribution, the probability density function is the well-known bell 

curve. Being able to quantitatively describe the density function allows us to predict the 

likelihood of specific values on the distribution as well as the percentage of values that are 

between two points in the distribution. This is—in essence—how p values in frequentist 

statistics are obtained, by comparing what proportion of values are more extreme than the 

obtained statistic. Having a known density function for the Gumbel distribution allows us to 

predict the systematic utilities in Model 9 because we understand how the values should be 

distributed (Hensher et al., 2015).

We now have the technical ability to try to isolate and predict the specific systematic utility 

associated with a choice alternative (j), but we are left with a conceptual problem: utility is 

an unobservable construct. Utility is usually intended to be a catchall construct to describe 

the value or desirability of a thing. Although we cannot predict the utility of a choice 

alternative in isolation, we can determine the relative differences in utility between two 

choice alternatives (j and k) based on the distribution of choices for those alternatives. For 

example, if twice as many people in the population choose alternative j than alternative 

k, then it is reasonable to assume that the utility for every individual in the population it 

is twice as likely alternative j will have a higher utility than alternative k than it is that 

alternative j will have a lower utility than alternative k. By integrating the density functions 

for two Gumbel distributions,2 we have Eq. (10) designed to predict the probability that a 

random person from the population will choose option j (Hensher et al., 2015). The model is

2These calculations rely on several steps of integral calculus and can be relatively complex. We recommend pages 45–47 of Louviere, 
Hensher, and Swait (2010) for the interested reader.
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Probi = eV j

eV j + eV k
(10)

which predicts that choice for alternative j is based on the relative proportion of utility 

derived from alternative j versus alternative k. Eq. (10) is often referred to as the 

multinomial logit model. The multinomial logit model is a population-level expression of 

the proportional matching law proposed by (Herrnstein, 1961): the relative choice for an 

alternative in the population matches the relative utility of that alternative.

The final step in using the multinomial logit model to predict choice in a population 

is to expand the model to be more useful statistically. Eq. (10) (the multinomial logit 

model) expresses choice as a function of the systematic Utilities (V) of the available choice 

alternatives. As pointed out in Equation 4, the systematic utility is determined by the 

features of the product, the utils gained or lost by those specific features, and differences 

across individuals (Ziγ) in utility. Thus, we can expand Eq. (10) by replacing the systematic 

Utilities by the righthand side of Equation 4. That model is

Probj = eXijβ + Ziγ

eXijβ + Ziγ + eXikβ + Ziγ
(11)

where the subscript i is for participant i making a choice for alternative j. The usefulness 

of Eq. (11) is that it is expressed in a familiar type of logistic regression equation with β 
values, independent variables (i.e., X values), and random Variation across individuals. At 

the core, DCE analyses are about using statistical logistic regression techniques3 to predict 

how the features of a thing affect the relative systematic Utilities that drive differences in the 

distribution of choices for the thing. If a specific level of a choice alternative (e.g., a feature 

of a product) leads to a consistent pattern of increased choices for that alternative, then a 

positive beta coefficient will be obtained. If a specific level of a choice alternative leads to 

a consistent pattern of avoiding choice alternatives with that level present, then a negative 

beta coefficient will occur in the regression. As outlined in section 2.2.2, a well-designed set 

of DCE trials will lead to enough Information such that a regression can actually be used to 

estimate the specific β coefficient in the equation (i.e., the different utility gained or lost by 

the various features of the thing).

It is important to note that DCE models provide information about the population being 

studied and not about the individual subjects. The underlying utility models assume that 

individual differences in the utility derived from a specific factor (e.g., Xij1, Xij2, etc.) 

that lead to person i making a choice for one alternative and person i + 1 making a 

different choice are attributed to random across-subject variability (Ziγ). In some respects, 

the variability across subjects is a nuisance to be eliminated to determine the relative utility 

(β) components. More sophisticated mixed-effects DCE models (Hensher and Greene, 2003; 

Hensher et al., 2015) are becoming more common to better account for across-subject 

variability. However, mixed-effects models require larger data sets because the statistical 

3In the case of choices with more than two alternatives, the regressions rely on probit models.
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models have more free parameters (i.e., an extra free-parameter per random effect per 

subject). Mixed-effects models require asking each participant additional questions or 

recruiting a larger sample to spread out the additional questions. Thus, these sorts of 

models increase the burden on the participant or on the researcher to collect larger samples. 

Although it is technically possible to fit a complete mixed-effects DCE model, in which 

all of the variables are mixed and the random effects for each factor level and participant 

are fully identified, it would require each participant to respond to a relatively large array 

of choice sets. Thus, it is impractical to use a DCE methodology to determine the utility 

functions for individuals.

2.4. Iraerpreting a DCE model

It is important to note that DCE models do not measure the exact utility derived from 

a specific choice alternative. As noted earlier, utility is a hypothetical construct. The β 
coefficients in the DCE models provide information on the relative utility that is gained or 

lost when a specific level of a choice alternative is present. If two choice alternatives have 

different features but equal utility between them, then choices for each alternative will be 

distributed equally across the population. For example, if the total utility for an alternative 

that has features A and B is 2, and the total utility for an alternative that has features C and 

D is also 2, then the prediction is that one half the population will choose one alternative and 

the other half will choose the other alternative. If one of those choice alternatives doubles 

in value (2:1 relative utility), we would expect the choice distribution in the population to 

match the same ratio. It is irrelevant if the original Cardinal utility of the choice alternatives 

were 2 utils each or 20 utils because the logistic models are all based on differences in the 

ratios of choices. The ability to measure relative utility without reference to an absolute 

amount of utility is one of the key strengths of DCE methods (cf. McFadden, 1974). As 

described by Hauber et al. (2016), “a DCE allows researchers to effectively reverse engineer 

choice to quantify the impact of changes in attribute levels on choice” (p. 301).

Interpreting what exactly β coefficients in a DCE model mean can be complex. As seen 

in Eq. (11), the model coefficients are exponents and thus represent multiplicative changes 

in the relative Utilities of the choice alternatives. As described, they are measures of the 

relative utility gained or lost when a specific feature is present in a choice alternative. How 

choices will be affected when β = 2 vs. β = −2 depends on what the value of the other choice 

alternatives are. That is, a choice alternative for which the total relative utility is − 2 (e.g., 

all the β co-efficients are negative) will be more preferred if the other choice alternative 

has a total relative utility of − 6. Thus, the specific value of a β coefficient for any level 

and feature of a choice alternative is somewhat meaningless. Only the changes between and 

across β coefficients are meaningful (Hauber et al., 2016).

One useful output that can be obtained from a DCE model is referred to as predicted choice 

profiles. With a DCE model, a choice researcher can determine the predicted relative utility 

of a choice alternative. To determine the relative utility of a possible choice alternative, the 

specific features of the choice alternative only need to be specified and the associated β 
coefficients in the DCE model are summated. It is also possible, and somewhat common, 

to identify the choice alternative that has the highest possible (or lowest possible) relative 
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utility, even if that choice is not real. It follows from predicting the relative utility of a 

single choice alternative that relative utility of all the alternatives in a choice array can 

be predicted (Hauber et al., 2016; Hensher et al., 2015; McFadden, 1974). Therefore, a 

researcher can arrange specific choice arrays and predict the distribution of choice in the 

population. For example, how would people distribute their choices for a rapid, medium cost 

light rail system with a moderate number of stops versus a slower, low-cost bus system with 

excellent coverage of a metropolitan area (cf. Truong and Hensher, 1985)? If a DCE study 

was conducted, the choice researcher can determine the utility of each choice alternative and 

predict the distribution of choice for the light rail and bus transportation systems. Choice for 

these maximum or minimum options can be compared to other possible choice alternatives. 

A potential choice alternative that has the highest possible utility may not be a thing that 

currently exists in the world (i.e., a quintessential product). A free, rapid, on-demand, and 

automatic method of transportation would most likely have more utility than any other 

transportation method, but such an alternative does not exist.

A choice researcher might be interested in determining the effect of an individual feature 

of a choice alternative (e.g., the cost) on choice for that alternative without reference to 

a specific choice set. With simple regression techniques (e.g., simple linear regression, 

multiple regression with no interactions, etc.) it is relatively easy to determine the specific 

effect of an independent variable on the dependent variable because the beta coefficients 

map directly onto the dependent variable. That is, a beta coefficient of 1 indicates that a 

one unit change in the independent variable will lead to a 1 unit change in the predicted 

value of the dependent variable (see Cohen et al., 2003). When a regression model is 

more complex (e.g., if it includes interaction terms, multilevel variables, or is a logit/probit 

model) then it becomes more difficult to map a specific change of the dependent variable 

onto the independent variable. With interaction terms and multilevel variables, the level of 

one independent value often depends on the level of other variables. With logit and probit 

models, the β coefficients describe the relation between the independent variables and the 

predicted ratios of the dependent variable levels, as mentioned above. Therefore, relying 

on the regression equation to understand the effects of the independent variables on the 

dependent variable is difficult.

A method to handle this complexity is to determine the marginal effects of the independent 

variable on the dependent variable (Hensher et al., 2015). Marginal effects rely on finding 

the derivative of the regression equation with respect to the independent variable of interest 

so the effect can be isolated from all other effects (see Hanmer and Kalkan, 2013 for a 

thorough review and explanation). In other words, a marginal is a mathematical description 

of “all else being equal” or this specific change in the independent variable leads to that 

specific change in the dependent variable (see Hanmer and Kalkan, 2013; Norton et al., 

2019). An additional benefit of marginal effects in logit and probit models is that the 

marginal effects indicate how a change in the independent variable affects the probability of 

an outcome actually happening (in lieu of the change in the odds of something happening; 

Norton et al., 2019) when the other variables are held constant. As marginal effects apply to 

DCE models, they allow a choice researcher to provide more estimates of how choice will be 

affected without reference to a specific choice alternative. For example, the Interpretation of 

level A of an independent variable that leads to a marginal probability of 15% would be: “a 

Friedel et al. Page 16

Behav Processes. Author manuscript; available in PMC 2023 January 30.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



choice alternative that has feature A will be selected 15% more than a choice alternative that 

does not have that feature” A benefit of marginal probabilities is that the results of the model 

can be expressed in a format that non-researchers can easily understand (i.e., changes in the 

overall percentage of choice).

3. Example DCE

The topic of laboratory safety provides a good illustration for the potential of DCEs to 

focus on environmental variables that are important for behavior analysis. Underreporting of 

safety incidents is one frequently cited laboratory safety concern (e.g., Centers for Disease 

Control and Prevention, 1997; Voide et al., 2012). Reasons for under-reporting include 

fear of discipline, reprisal, job loss, and institutional barriers such as when organizations 

establish zero-rate injury goals or implement incentive programs that unintendedly reward 

low levels of injury reporting (Government Accountability Office, 2009; Lipscomb et al., 

2013; Pransky et al., 1999). In the following study, we reported on a DCE to evaluate a set of 

personal, social, and organizational factors that potentially influence safety-related decision 

making of laboratory workers.

One of the focuses of Wirth et al. (2020) was a DCE on four factors that might affect the 

choice to report a safety incident: Risk Severity, Likelihood of Detection (for not reporting 

the spill by other personnel), Reporting Effort, and Expected Outcome. Each factor had 2 

or 5 levels. For example, levels of Risk Severity were none, negligible, moderate, serious, 

and critical. Levels of Detection Likelihood were unlikely and likely. The other factors had 

2 levels each. As part of the process of establishing the factors and levels, we “reviewed the 

laboratory safety literature, held discussions with laboratory safety experts, and conducted 

qualitative interviews with a small sample of laboratory workers to determine salient and 

high priority factors and levels” (p. 102).

In the Wirth et al. (2020) DCE, laboratory workers in a large government research agency 

were prompted to “Imagine that a splash or spill occurred in the laboratory while you are 

working with a hazardous agent.” They were then presented with 8 choice sets each with 

two choice profiles. The respondents were prompted to choose the scenario (left or right) 

in which they are “more likely to report the event as a safety incident.” Fig. 1 shows an 

example of one of the eight choice sets presented to respondents. Within the descriptions for 

each choice profile, the various factor levels were underlined to highlight the attribute levels 

for the participant. The levels for each choice set were varied systematically (as described in 

section 2.2.2) across the 16 choice sets (each participant only saw a subset of 8 choice sets) 

so that the analysis was able to assess the univariate and interaction effects of the factors and 

levels on the respondents’ patterns of choices.

The DCE was analyzed using a multinomial logit model with Nlogit 5 (Econometric 

Software, Inc., Plainview, NY), and probability analysis (cf. Lancsar et al., 2007). Fig. 2 

shows the results as changes in marginal probabilities of choosing an alternative when the 

specific attribute level is present. That is, the figure shows choice for an alternative with 

a specific feature relative to the average choices across all possible alternatives. Positive 

percentages indicate attribute levels are associated with increased choice frequency; negative 
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percentages indicate attribute levels are associated with decreased choice frequency. For 

example, a – 30% change in marginal probability for No Injury Risk means that a person, 

who perceives no risk after a spill, is 30% less likely to report the spill, all else being equal. 

The relative importance of each attribute level on decisions to report a safety incident can be 

found by comparing the change in probabilities across the different attribute levels. Marginal 

probabilities make it possible to rank the relative impact or importance of each attribute level 

across all attributes and levels.

As shown in Fig. 2, this DCE revealed that severity of a potential injury was the most 

influential factor in safety-related decision making in this sample of laboratory workers. 

The possibility of critical and serious risk of injury increased the likelihood of reporting an 

incident. The results also revealed that factors relating to work and social pressures exerted 

some influence over safety-related decision making in the DCE scenarios. For instance, the 

likelihood of reporting a safety incident decreased somewhat when there was a potential 

negative consequence (i.e., a punisher) for reporting the incident or when reporting the 

incident required some effort. The likelihood of reporting a safety incident in the scenarios 

was also increased when there was a likelihood of the incident being detected by others.

This example provides a good illustration of the potential relevance and scope of DCEs for 

behavioral sciences interested in choice and decision-making research. A DCE can be used 

to extend choice research beyond the traditional analysis of tangible Commodities and goods 

(and their features or attributes) to the analysis of more nebulous influencing factors such as 

behavioral, social, or context-related factors and conditions. As shown in the example, the 

influence of behavioral, social, and organizational pressures can be simulated realistically 

and simultaneously, making it possible to study the influences of any variety of behavioral 

and environmental factors derived from behavior analytic theory.

4. Conclusion

The DCE is an economic choice procedure that is fundamentally similar to the methods 

used to assess choice in psychological research. In both cases, the goal of the procedures 

is to understand how the features of reinforcers and other behavioral outcomes affect 

choice. Both economists and psychologists assume that distribution of choice is best 

quantified by the relative distribution of the outcome value or utility (Eqs. 2 and 10). In 

both areas of study, respondents are most often asked to report choices they would make 

in hypothetical scenarios. Although in both fields, choice is studied in experiments in 

which participants will actually receive the outcomes. There is generally good concordance 

between hypothetical and “real” behavior in both fields (Madden et al., 2003; Quaife, 

Terris-Prestholt et al., 2018).

There are several divergences between DCE methods and behavior analytic methods, and 

they vary in scale. As a relatively minor difference, it may be easier to study the effect 

of categorical variables (e.g., reinforcer quality, types of potential side effects from a 

vaccine, or positive or negative outcomes for reporting a spill) on choice with a DCE 

than with a matching-law-based approach. With a DCE, the categorical variable need only 

be systematically manipulated across choice profiles and choice sets. In comparison, a 
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discounting based method requires measuring the distribution of choice separately across 

each categorical variable. For example, to measure how people make choices for alcohol, 

entertainment, and food, Friedel et al. (2014) separately measured the distribution of choices 

for each commodity in independent assessments.4 A matching law based approach requires 

at least dozens of trials per subject, whereas a DCE approach relies on the law of large 

numbers by focusing on the population.

Another important difference between DCE methods and behavior analytic methods, is that 

DCEs are aimed at understanding choice as it exists within a population, whereas behavior 

analytic studies of choice are focused on understanding choice in an individual subject. For 

this reason, a common end goal of DCEs is to predict choice at the population level or to 

determine what choice alternative will have the greatest utility for the most people given 

some constraint. For example, DCEs in health economics have been used to identify the 

most desirable treatment based on efficacy balanced against the cost of that treatment.

Beyond considerations about behavior being a phenomenon of the individual (Sidman, 

1960) or choice as a population-level measure (McFadden, 1974), an important question 

is whether a focus on the individual versus the population would lead to a fundamentally 

different pattern of results. That is, will predictions at one level be the same at the other 

level? We feel it is reasonable to assume that a stochastic pattern of choice at the individual 

level (e.g., McLean et al., 2014) would be mirrored by a stochastic pattern of choice at the 

population level (e.g., Hensher et al., 2015). Imagine a conventional matching experiment 

with 1000 subjects in which responding is allocated between two alternatives, A or B. 

Now imagine that a single response, from each subject, that occurs 15 min into a session 

quantifies choice. If the rate of reinforcement is 2:1 for responses on A versus B, then 

subjects will spend twice as much time responding to A than responding to B (Baum and 

Rachlin, 1969). If we capture the behavior of all the subjects in one instant, we should 

expect twice as many subjects responding A than to B (all else being equal) simply because 

each subject typically spends twice as much time responding to A. A DCE captures an 

instantaneous choice by an individual. It is not required nor assumed that the individual will 

always make that specific response. However, the instantaneous choice of all the individuals 

in the sample reflect the relative Utilities associated with those choice outcomes. Thus, 

matching behavior and DCE choice behavior should be related.

Despite the fundamental difference in scope (e.g., population vs. individual), there are 

potential benefits of DCEs for behavior analysts. For example, an important practical benefit 

of DCE focusing on the effects of different factors and levels on choice in the population 

may be helpful in terms of disseminating results. That is, a consumer of research that 

expects large sample sizes and is uninformed regarding the utility of single-subject designs 

will be more likely to readily accept the results of a DCE than the results of a matching 

study. Additionally, there are often research questions pertaining to phenomena at the level 

of the population. As mentioned above, in some health economics research, the goal is to 

understand how a set of services might be utilized by a population of consumers. In some 

4Friedel et al. (2014) was focused on delay discounting. However, within psychology most discounting models are derived from the 
matching law.
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transportation research, the question is similar: how will a set of transportation options 

be used by the local populace? As an example, one practical outcome of our DCE study 

outlined in Section 3 (Wirth et al., 2020) was that putative reinforcers (i.e., positive feedback 

from a Supervisor) were related to an increased likelihood that someone will report a 

potentially unsafe Situation at work. It should be obvious to a behavioral audience that a 

reinforcer—by definition—leads to increased behavior. The relations between consequences 

and behavior may be obvious to a behavior analyst that are novel to an audience that has 

not historically consumed single-subject experimental research (for example, Daniels and 

Lattal, 2017 discuss the PIC/NIC analysis for organizations, which focuses on identifying 

effective feedback to employees by focusing on reinforcers vs. punishers, consequence 

immediacy, and consequence likelihood). A population-level analysis of choice should not 

be rejected de novo especially if dissemination of Science is a goal. There are likely some 

research questions for which DCE may be a more effective strategy (e.g., McFadden, 1974), 

for example trying to determine the factors that could affect the choice to report a safety 

incident in situations that have never occurred (e.g., a spilled compound poses a critical risk 

to health; Wirth et al., 2020). Although there are necessarily differences in a utility-based 

a reinforcer-value based interpretations of choice, there should be a concordance between 

reinforcer value and systematic utility. We are not intending to suggest that behavior analysts 

abandon single-subject experimental designs and only use a technique that is specifically 

designed to understand choice at a population level. We hoped to highlight a research tool 

that we have found useful and that has been growing in popularity in a variety of fields 

interested in choice.

It is not possible to cover all aspects of conducting DCEs in a single paper. For example, the 

International Society for Pharmacoeconomics and Outcomes Research has published three 

papers providing instructions and best practices for conducting a DCE (Bridges et al., 2011; 

Hauber et al., 2016; Johnson et al., 2013). Two widely referenced texts on DCEs, Hensher 

et al. (2015) and Louviere, Hensher et al. (2010), are a combined 1565 page and the SAS 

documentation related only to DCE is 187 pages (Kuhfeld, 2010). Instead of covering every 

facet of DCE methodology, we have provided enough details and context for a behavioral 

and psychological audience. We hope that such readers will be able to appreciate the 

similarities and differences between traditional matching-law-based approaches to studying 

choice and DCEs. We also hope that this paper will serve as a primer for readers interested 

in conducting DCEs.
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Fig. 1. 
Example DCE question shown to participant in Wirth et al. (2020). Note: The underlined 

levels of attributes in the descriptions of each choice profile varied systematically across the 

choice sets. The styling (font, spacing, etc.) of the question set was altered from Wirth et al. 

(2020) to increase clarity.
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Fig. 2. 
Example DCE marginal probabilities from Wirth et al. (2020). Note: Results of a DCE 

from Wirth et al. (2020), showing the change in marginal probabilities when choosing an 

alternative with the specific attribute level relative to the average choice probability on that 

alternative.
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